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PARALLEL SIMULATIONS OF WASTE INCINERATION IN A 
DUMP COMBUSTOR 

S. Arunajatesan and S. Menon 
School of Aerospace Engineering 
Georgia Institute of Technology 

Atlanta,GA 30332-0150 

Abstract 

A parallel code has been developed and used to study 
the waste incineration in a dump combustor. Results 
from some timing tests to characterize the performance 
of the code on massively parallel machines like the Intel- 
Paragon, IBM-SP2 and the Cray-T3D and workstation 
class machines like the SGI Power Challenge are pre- 
sented. It is shown that the performance of the code 
can be significantly enhanced by increasing the compu- 
tation to communication work load ratio per processor. 
Some results from the waste incineration studies are pre- 
sented which demonstrate the possibility of increasing 
waste consumption in the dump combustor by acousti- 
cally and mechanically forcing the inlet and fuel streams. 

1    Introduction 

Simulation of realistic turbulent reacting fluid flow prob- 
lems demands large amounts of computer resources, since, 
to resolve the vast range of scales of motion in high 
Reynolds turbulent flows requires very high grid reso- 
lutions. This, coupled with the need to simulate the 
chemical reactions accurately to capture the turbulence- 
chemistry interactions in these flows, makes the simula- 
tion of these problems on conventional single processor 
systems almost impossible for realistic flow parameters. 

However, with the advent of Massively Paral- 
lel computers, it has become possible to simulate these 
large scale problems with reasonable turnaround time. 
The vast computational domain is split up among the 
large number of processors, thus enabling each processor 
to work on a smaller domain, and hence, perform bet- 
ter. However, this also requires communication between 
the processors, which is accomplished by explicit and 
implicit message passing algorithms. Message passing 
represents an extra overhead for any simulation, since, a 
large amount of inter-processor communication can actu- 
ally slow down the simulation to a level that it is almost 
unrealistically expensive. Thus, using the massively par- 

allel systems for these large fluid flow problems involves 
balancing the speed-up obtained by decomposing the 
problem into smaller sub-domains with the additional 
overhead due to the message passing. 

In this paper, we present some results from a 
study of combustion processes in a dump combustor which 
is part of a larger program to develop efficient compact 
waste incinerators. Gaseous fuel and waste surrogates 
are injected into the shear layer formed behind the sud- 
den expansion in a dump combustor. A 12-species-12- 
reaction reduced finite rate kinetics model is employed 
for the ethylene-benzene chemistry. The mechanism has 
been validated against a 277 reaction full kinetics model,[1]. 
The efficiency of the waste destruction is studied with a 
view to improve the performance of the combustor and 
to develop control algorithms to achieve better destruc- 
tion rates and greater scalability. Another goal of this re- 
search effort is to develop computationally cheaper mod- 
els for simulation of these flows in a design environment. 
The data obtained from the detailed simulations will be 
used to help formulate and calibrate the model. 

2    Computational method 

In order to simulate the flow in a dump combustor, the 
governing equations of axisymmetric multi-component 
reacting flows are solved numerically on a discrete grid. 
This is done using a fourth order extension of the Mac- 
Cormack scheme proposed by Bayliss et al.[2]. The un- 
steady equations are marched in time using the second 
order Runge-Kutta scheme. At the boundaries, the ac- 
curacy of the scheme is reduced to second order. The 
boundary conditions at the inflow and outflow are han- 
dled using characteristic boundary conditions. No slip 
and adiabatic conditions are imposed at the walls and 
symmetry conditions are imposed on the centerline. A 
schematic of the geometry used in these simulations is 
shown in figure 1. 

For the reacting flow cases, the chemical source 
term in the governing equations are solved using an im- 



plicit method. This is done to overcome the stiffness 
problem due to the vastly different time scales of the 
chemistry and the fluid mechanics. In some cases, an 
explicit method is also shown for comparison (in terms 
of the extra expense involved). 

3 Parallel implementation 

The code described above was implemented on multi- 
processor parallel machines using the domain decompo- 
sition technique (figure 2). In this method, the com- 
putational domain is broken down into two domains. 
Each domain is then broken down further into smaller 
sub-domains. Each one of these smaller sub-domains 
is then solved on one processor. However, the fourth 
order numerical scheme requires information from adja- 
cent points for the solution at a given point. So, a small 
overlap of computational cells is maintained between the 
processors. At each time step, the information on these 
overlap cells is updated through explicit message pass- 
ing. This is done using the message passing libraries of 
MPI [3]. This library contains various routines that can 
be used to exchange information between the processors. 
It also has the advantage that it is completely portable to 
different machines and enables a single code to be used 
on a variety of machines with little or no changes to the 
code. This code has been successfully implemented on 
the Intel-Paragon, the IBM-SP2, the Cray-T3D and an 
SGI Power Challenge array. 

Since the domain sizes are different in the inlet 
and combustor regions, different processor distributions 
are used in the two regions. However the overlap be- 
tween the processors needs to be maintained across this 
boundary for computational accuracy. This is accom- 
plished by specialized message passing between the two 
domains,[4]. The details of the cell partitioning and the 
communication methodology are explained in detail in 
that paper and the reader is referred to it for further 
details. In this paper, we attempt to characterize the 
optimal performance range of the machines under con- 
sideration for the chosen problem. 

4 Performance Characteristics 

In this section we discuss some of the timing measure- 
ments and the implications of the results therein. The 
results shown here are from timing tests conducted pri- 
marily on the Intel-Paragon and the Cray-T3D. Some 
results from tests on the IBM-SP2 are also shown. 

4.1    Load Balance 

In order to do reliable timing studies using such a code, it 
is important to ensure that all the processors are doing 
approximately the same amount of work. In a practi- 
cal simulation of the kind discussed herg, it is almost 
impossible to make sure that exactly the same amount 
of work is performed by each node due to the presence 
of boundaries and corner points for which special cal- 
culations need to be performed. However, relative load 
imbalance, as defined in equation 1, is a good measure 
of any imbalance in the work load of the nodes. 

Lcomp,i 
1 comp^av. 

ReiativeLoadImbaiance[RLI] = 
J-r.omv.av. 

(1) 
where, Tcomp,i is the computational time for the ith pro- 
cessor and Tcomp,av. is the average computational time 
over all the processors. 

A plot of the RLI is shown in figure 3. It can be 
seen that the total work load is fairly evenly distributed 
among all the nodes. The noticeable peaks at processor 
numbers 12, 16, 20, 24 are due to the boundary con- 
ditions. The boundary conditions in this code are cal- 
culated using the characteristic formulation of Poinsot 
and Lele [5]. This involves the separate solution of the 
complete system of equations at the outflow boundary 
nodes. This can be very expensive when the ratio of the 
number of boundary to internal nodes is large. This is 
seen from figure 3. As the number of internal nodes is 
increased, this ratio drops and the relative expense to 
do these boundary computations drops. Hence, a better 
load balance is achieved at larger grid nodes per pro- 
cessor ratios. This fact is also seen from figure 4. In 
this plot the RLI is shown for the 82 and 122 grids with 
and without chemistry. In the presence of chemistry, the 
computational expense for the internal nodes increases 
greatly. This causes the expense of the boundary com- 
putations to drop relative to that of the internal compu- 
tations. Hence, again, a better load balance is achieved. 

4.2    Parallel Efficiency 

In this section we discuss the measurements of the effi- 
ciency of parallelisation of the code. In order to do this 
we need to define a measure of the efficiency. If the com- 
putational domain were rectangular, a simple measure 
would be 

NTN 
(2) 

where T\ is the computation time using one processor 
and similarly, Tjv is the computation time using N pro- 
cessors.  However, in the present case, atleast two pro- 



cessors are required to perform the baseline computa- 
tion. Also, for all the computations, load balance has 
to be maintained. This presents a fairly complex prob- 
lem when taken with the restrictions on the processor 
assignments possible on the machines under considera- 
tion. Hence we just present the raw timing data in terms 
of CPU seconds per timestep. 

In order to appreciate the effects of the two main 
conflicting parameters in such a simulation ( as discussed 
earlier), we show the results of a preliminary scale up 
study conducted on the Intel-Paragon, IBM-SP2 and the 
Cray-T3D in figures 5, 6, and 7. These tests were con- 
ducted to study the scale up achieved with the increase 
in number of processors and problem size. The tests 
were conducted on a grid size of 288 by 96 points. Three 
different cases were tested: flow without any chemistry; 
flow with pure scalar mixing, and flow with full finite 
rate chemistry. The two latter cases involve six addi- 
tional scalar equations. 

The best measure of the efficiency of a paral- 
lel simulation is the scale up achieved by increasing the 
number of processors. Ideally, doubling the number of 
processors should result in a doubling of the speed of 
the code. As was discussed earlier, there are two con- 
flicting factors affecting this in simulations of the kind 
described here. The gain due to the reduction in problem 
size per processor is in part canceled by the extra over- 
head due to additional message passing. This is clearly 
visible in the data for the IBM-SP2. It can be seen that 
the CPU time per time step increases after a point with 
increase in number of processors. The optimum num- 
ber of processors lies around 32 for this configuration. 
This suggests that the IBM-SP2 might be a good choice 
for a computationally intensive problem as opposed to a 
communication intensive problem. 

This conflict is not very clearly visible in the case 
of the data for Intel-Paragon and the Cray-T3D. How- 
ever, it can be seen that the phenomenon of diminishing 
returns has started to set in. Due to the limitation in the 
size of the machine, the tests could not be conducted on 
larger configurations. In none of the machines, the ideal 
linear scaling is realized. However, the Intel-Paragon 
comes very close to it. 

From the above plots it is clear that as the com- 
munication overheads are löwered compared to the com- 
putation work, the performance of the code should im- 
prove. In order to verify this, we conducted further tests 
in which the processor grid assignment was varied from 
82 grid per processor to 642 grid per processor. The 
results of these tests for the Intel-Paragon, Cray-T3D 
and the SGI Power Challenge cluster are shown in fig- 
ure 8. These plots show the mean ratios over all the 
processors for each configuration. In all the cases, load 
balance is maintained so that the deviations in the tim- 

ings from the averages are small. It is clearly seen that 
as the number of nodes per processor is increased, the ra- 
tio of the computation to communication time decreases. 
The Intel-Paragon seems to have the best ratios of the 
three machines. However, the SGI machines show rapid 
growth in the ratio with increase in the computation to 
communication work ratio. 

Another measure of this increased performance 
with increase in the computation to communication work 
ratio is the processor utilization factor </>. It is defined 
as 

<t> = 
Lcalc 

(3) 
l-calc "r -t-comm 

A plot of <j> f°r the various processor grids is shown in 
figure 9. It can be seen that all the machines show the 
expected asymptotic behavior. However, an interesting 
feature is the rapid increase in <j> with increase in cells per 
processor for the SGI-PC machine. This is indicative of 
the fact that the SGI-PC may be more suitable for very 
largely computing intensive simulations when compared 
to the other machines. This fact is further borne out 
by the next figure. Here, (figure 10), we show the com- 
puting time per cell per timestep for each of the three 
machines. It is clear that the SGI-PC is almost an order 
of magnitude faster than the other machines. However, 
in order to translate this speed into performance, it is 
necessary to increase the processor utilization. The au- 
thors feel that comparisons using higher number of cells 
per processor would indicate this more clearly, however, 
limitations of available memory prevent such evaluations 
at the present time. 

Another important feature of turbulent reacting 
flow simulations is the increase in cost when the number 
of scalars or species in the simulations is increased. This 
is due to the fact that a larger system of equations needs 
to be solved. When chemical reactions are involved the 
cost escalates further due to the increased cost of ac- 
curately solving the stiff equations typically associated 
with these problems. This feature is also highlighted in 
figure 10. It is seen that the cost per cell goes up by more 
than an order of magnitude for the case with chemical 
reactions. This would suggest that for such problems, 
better performance may be obtained by using a machine 
with more Computing power, like perhaps, the SGI-PC. 

5    Results 

We now present some of the simulation results obtained 
by using the code described above. The results presented 
here are those obtained from a study of the waste incin- 
eration process in a dump combustor. A more detailed 
discussion of the results and the associated physical pro- 



cesses is presented in [1] and the reader is referred to 
that paper for details. 

A gaseous waste surrogate and fuel mixture is 
injected into the shear layer behind the dump in order 
to increase the residence time of the injected species and 
enhance the consumption efficiency. It was found that 
acoustically and mechanically forcing the flow resulted 
in enhanced consumption rates in the dump combustor. 

A plot of the Waste (benzene) Destruction and 
Removal Efficiency (DRE) versus the axial distance is 
shown in figure 11. The DRE is measured in terms of 
number of nines which is indicative of the extent of waste 
consumption at any location [1]. Also shown in the same 
figure is the effect of forcing the inlet and fuel streams. 
The frequency of the forcing is set equal to the frequency 
of the vortex shedding at the dump plane. It is seen that 
a very significant increase in the consumption efficiency 
is obtained by forcing the inlet and fuel streams. Forcing 
the flow increases the intensity of the turbulence in the 
near field and this results in enhanced mixing rates in the 
near field of the dump plane. This enhanced mixing re- 
sults in more efficient consumption of the injected waste. 
This enhanced mixing is due to the presence of a large 
number of small counter rotating vortices which aid in 
the transport of the fuel and air into the mixing zones. 
This greater mixing causes an advancement in the com- 
bustion zone as observed in the OH concentration fields, 
shown in figure 12. 

Here, the radially integrated OH concentration 
at each axial location across the flame width is shown. 
The data is normalized by the OH concentration in the 
unforced case at X/D = 3.0. It is seen clearly that, in 
the unforced case, the OH concentration levels are very 
low in the region X/D < 2.0 and it suddenly shoots up in 
the periphery of the first roll-up. In contrast to this, for 
the forced cases, the OH concentration increases steadily 
right from the dump plane. The large OH production in 
the initial region indicates very rapid consumption of 
the fuel and waste surrogate in this region. This high 
consumption, in fact, causes a slight decrease in the OH 
concentration in the core of the first roll-up. Similar re- 
sults were also observed in forced free shear layers by 
Gutmark et al. [6]. It should be noted that the com- 
bustion zone for the third case, where the fuel and waste 
are also forced is even closer to the dump plane than 
the other two cases. This fact is also reflected in the 
integrated OH concentration profiles. 

6    Conclusion 

A parallel code was developed and successfully used to 
study the process of waste incineration in a dump com- 
bustor. The code showed very good performance on large 

parallel machines like the Intel-Paragon, Cray-T3D and 
the SGI-PC class of machines. The code was used to 
study the scale up properties on these machines. It was 
found that significant gains in performance can be ob- 
tained by increasing the computation to communication 
work ratio per processor. It was also fiSund that the 
SGI-PC and the IBM-SP2 show poor performance at 
lower cells per processor values, but this changes appre- 
ciably at larger number of cells per processor. It was also 
found that for communication intensive computations, 
the Intel-Paragon out-performs all the other machines 
tested. 
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Fig. 1. Schematic of the Dump Combustor Geometry 
used in the present simulations. 
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Fig. 2. Schematic of the Domain Decomposition used in 
the present parallelisation scheme. 
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Fig. 3. A plot of the Relative Load Imbalance for various 
processor compute loads. 
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Fig. 4. A Comparison of the Relative Load Imbalance 
with and without chemistry. 
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Fig. 5. CPU time per time step with increasing number of 
processors on the Intel-Paragon. 
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Fig. 6. CPU time per time step with increasing number of 
processors on the IBM-SP2. 



1.25 

1.00 

§  0.75 

8. 
E  0.50 
P 

CL 
U 

0.25 h 

0.10 

A 
\ ▲—A2ScaIars 

\ A—A 6 Scalais, No Chemistry 
A .                A—A 6 Scalars, With Chemistry 

\ * 
V         \ 

\ \ 
. V--K. 

\&-- ">• 
X             -*"-      **» X-                       "*«.„,    ^ 

^^^^ 

0.0 10.0 20.0 60.0 70.0 30.0       40.0        50.0 
Number of Processors 

Fig. 7. CPU time per time step with increasing number of 
processors on theCray-T3D. 

80.0 

Intel-Paragon 
Cray-T3D 
SGI Power Challenge 

1000.0 4000.0 2000.0 3000.0 
Number of Cells Per Processor 

Fig. 8.Variation in the Computation to Communication 
time ratio with increasing number of computational cells 
per processor. 
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increasing number of computational cells per processor. 

5000.0 

1000.0 2000.0 3000.0 4000.0 
Number of Cells per Processor 

Fig. 10. Comparison of CPU times per cell per timestep 
for the various machines used in the present work. 
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